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The New York Civil Liberties Union (“NYCLU”) respectfully submits the following testimony regarding the oversight of facial recognition technology in businesses. The NYCLU, the New York affiliate of the American Civil Liberties Union, is a not-for-profit, non-partisan organization with eight offices throughout the state and more than 180,000 members and supporters. The NYCLU’s mission is to defend and promote the fundamental principles, rights, and values embodied in the Bill of Rights, the U.S. Constitution, and the Constitution of the State of New York. The NYCLU works to expand the right to privacy, increase the control individuals have over their personal information, and ensure civil liberties are enhanced rather than compromised by technological innovation.

Facial recognition and other biometric surveillance tools enable and amplify the invasive tracking of who we are, where we go, and who we meet. They are also highly flawed and racially biased. The widespread use of these technologies presents a clear danger to all New Yorkers’ civil liberties and threatens to erode our fundamental rights to privacy, protest, and equal treatment under the law.

In recognition of these harms, the New York City Council enacted Local Law 3 of 2021 as a first step to respond to the spread and use of these surveillance technologies in businesses. As we have stated in our prior testimonies and further below, the law takes a rudimentary approach to biometric surveillance technology, solely requiring businesses to post signs advising that biometric data is being collected but without requiring the provision of adequate information about the type of surveillance or the policies guiding its use. It is imperative to create meaningful privacy protections that, at a minimum, require informed opt-in consent, set clear limits on retention, use, and sharing, and explicitly ban the use of biometric surveillance in areas of severe power imbalance, such as when used by law enforcement, in housing, in employment, and in other areas where our fundamental rights are at stake.
Biometric surveillance technologies enable unprecedented spying powers that are dangerous when they work as advertised but also when they don’t. And these technologies remain notoriously inaccurate and racially biased. Numerous studies have shown that face surveillance technologies are particularly inaccurate for women and people of color.¹ And misidentifications have led to harassments, removals from establishments, arrests, and jail time.²

The widely reported deployment of facial recognition at Madison Square Garden to ban people from the stadium that had already purchased tickets³ illustrates the dangers from the growing surveillance industry and the urgent need for comprehensive privacy protections.

The mere collection and storage of biometric information can also be harmful and lead to unforeseen consequences. Any database of sensitive information is vulnerable to hacking and misuse. Unlike a password or credit card number, biometric data cannot be changed if there is a security breach. And what we have witnessed so far should inspire little confidence in many companies’ ability to adequately guard against misuse.⁴ Disclosing data policies and creating appropriate security mechanisms should be the baseline for anyone handling biometric data.

While the focus of this hearing is on facial recognition in businesses, we must stress the dangers of biometric surveillance in the hands of government agencies. The New York Police Department (“NYPD”) already has more than 20,000 cameras integrated into its Domain

Awareness System⁵ and plans to increase that number to a staggering 50,000 cameras.⁶ And the NYPD continues to introduce even more cameras in the form of officer body-worn cameras and unmanned drones. It also makes use of social media photographs; in August of 2020, the NYPD used facial recognition software to identify a Black Lives Matter activist during a protest against police brutality through a photo from his Instagram account.⁷

Given the NYPD's long and troubling history of engaging in surveillance tactics that have targeted political dissent, criminalized communities of color, and singled out Muslim New Yorkers for suspicionless surveillance solely on the basis of their religion, the dangers that hypothetically accurate biometric surveillance technologies would pose to our most fundamental rights and liberties would be no less concerning.⁸

For more than a decade, the NYPD has deployed facial recognition in highly flawed, unscientific, and even unlawful ways. A 2019 report from the Georgetown Law Center on Privacy and Technology revealed that the NYPD engaged in such dubious tactics as uploading photographs of celebrity lookalikes in lieu of actual suspect photos, editing suspect photographs (including through effects that substantially alter the suspect’s actual appearance) in order to generate a potential match, and apprehending suspects “almost entirely on the basis of face recognition ‘possible matches’” without taking additional investigative steps to establish probable cause.⁹

Investigative reporters have uncovered even more failures by the NYPD to safeguard sensitive information and ensure adherence to even minimal standards on the use of biometric surveillance systems. In 2019, it was revealed that the NYPD was including mugshots of juveniles and other sealed arrest records in its facial recognition database.¹⁰ And despite the NYPD's explicit rejection, citing concerns about security and the potential for abuse, of software developed by Clearview AI that scrapes billions of photographs from social media platforms and other public sources, it has been reported that dozens of “rogue” officers have continued to use

---

⁸ A few examples of the many cases the NYCLU has litigated involving NYPD surveillance abuses include Handschu v. Special Services Division (challenging surveillance of political activists), Raza v. City of New York (challenging the NYPD's Muslim Surveillance Program), and Millions March NYC v. NYPD (challenging the NYPD's refusal to respond to a Freedom of Information Law request seeking information about whether the NYPD is using invasive technology to infringe on the protest rights of Black Lives Matter advocates).
the software in more than 11,000 searches.\textsuperscript{11} The reporting noted that “[i]t is not clear if the NYPD officers will face any disciplinary action for using the app,”\textsuperscript{12} raising doubts about the willingness of the police department to enforce even its own rules and raising concerns about their ability to safeguard sensitive biometric information going forward. The NYPD is far from the only agency deserving of closer scrutiny; at least 61 law enforcement agencies across New York State have secretly used Clearview AI’s software, which includes more than 20 billion facial images—biometric data on virtually everyone who has ever uploaded photos to Facebook, Instagram, Twitter, Venmo, or other social media platforms.\textsuperscript{13}

In another particularly alarming example, the Metropolitan Transportation Authority and the NYPD partnered with IBM to develop software to search for people by their skin color in the transit system.\textsuperscript{14} And Amazon Ring has partnered with hundreds of law enforcement agencies, including the NYPD, to facilitate data sharing from privately installed devices to the police.\textsuperscript{15} Patents paint a dystopian vision of potential future capabilities for the home surveillance product: Business Insider reported on a myriad of concerning proposals including biometric surveillance through face, retina, iris, skin, gait, voice, and even “odor recognition”; “suspicious activity” detection; and even using the technology for “criminal prosecution.”\textsuperscript{16} Studies have shown that affect recognition and suspicious behavior detection tools overpromise on their capabilities and are severely inaccurate and plagued by racial bias.\textsuperscript{17}

Correctional facilities have also become a testing ground for biometric surveillance technologies. The New York Department of Corrections and Community Supervision (“DOCCS”) uses facial recognition for “visitation processing,” deploying it to deny visitation to family
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members, friends, and other loved ones who wish to visit people in DOCCS’s custody.\textsuperscript{18} DOCCS has not released any information about its utilization of facial recognition for “visitation processing,” and its use has not been subject to any public oversight. Additionally, DOCCS deploys a telephone system with voice recognition technology to collect and analyze voiceprints of not only the person who is incarcerated, but other parties on the call. The vendor offers investigative support, identification capabilities, call monitoring, behavioral analysis, suspicious keyword notification, pattern analysis, and even location tracking of the called party. Yet voice recognition tools have similar racial bias as other biometric technologies; studies have shown error rates for Black speakers are twice as high compared to white speakers.\textsuperscript{19} In March 2021, it was revealed that a vendor recorded confidential attorney-client calls and provided them to New York City district attorneys.\textsuperscript{20} An audit disclosed that nearly 2,300 calls to attorneys were recorded.\textsuperscript{21}

In the absence of federal, state, or local biometric privacy protections, private and government entities alike have been free to set their own rules for the use of biometric surveillance technologies. While Local Law 3 of 2021 was a first step in addressing use of these technologies by businesses, it is nowhere near sufficient. That law merely requires certain “commercial establishments” that collect, use, or retain “biometric identifier information” from their customers to post signs at all entrances. The minimal notice does not include any information about the specific biometric surveillance tools in use or the collected data and further does not require businesses to disclose for what purpose the technology is used, for how long data is retained, with whom data is shared, or how it is secured. The NYCLU has repeatedly testified on this issue during the committee hearing on October 7, 2019, and the hearing by the Department of Consumer and Worker Protection on the proposed rules on August 30, 2021. We urge the Council to establish the guardrails needed to protect against biometric surveillance technologies, which, at a minimum, require informed opt-in consent, clear limits on use, access, sharing, and retention, and mandatory security standards.

A state bill, the Digital Fairness Act, S.2277/A.3308, introduced by Assemblymember Cruz and Senator Kavanagh, serves as model legislation for comprehensive privacy protections and would ensure our anti-discrimination laws and civil rights are not circumvented by digital means, prevent surreptitious surveillance, and create urgently-needed biometric privacy protections akin to the Illinois Biometric Information Privacy Act (BIPA). Enacted in 2008,
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BIPA stood the test of time, clearly illustrating there's no substitute for individual, informed opt-in consent. It continues to offer crucial biometric protections that affect Americans far beyond the state of Illinois. Powerful examples include the success against unchecked facial recognition by Facebook and, more recently, the Clearview AI settlement that – amongst several other restrictions – prohibits the vendor from offering their invasive product to private entities.22

In conclusion, the NYCLU thanks the Committee on Consumer and Worker Protection for the opportunity to provide testimony and for their oversight of biometric surveillance in New York City. Nobody wants to live in world where pervasive surveillance identifies them, tracks their movements and associations, and impacts which places they can visit, which services they can access, or how they exercise their free speech rights. We urge the Council to take action that meet these values and put an end to ever-expanding surveillance across the City.